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Ongoing experiments can potentially detect primordial B-mode  
with a tensor-to-scalar ratio r as small as ~10-2.

Further experiments, such as CMB-S4 and LiteBIRD, .. may improve 
further the sensitivity to r as small as ~ 10-3.

Planck Collaboration: Constraints on inflation 55

Fig. 54. Marginalized joint 68 % and 95 % CL regions for ns and r0.002 from Planck alone and in combination with its cross-
correlation with BICEP2/Keck Array and/or BAO data compared with the theoretical predictions of selected inflationary models.

further improving on the upper limits obtained from the different
data combinations presented in Sect. 5.

By directly constraining the tensor mode, the BKP likeli-
hood removes degeneracies between the tensor-to-scalar ratio
and other parameters. Adding tensors and running, we obtain

r0.002 < 0.10 (95 % CL, Planck TT+lowP+BKP) , (168)

which constitutes almost a 50 % improvement over the Planck
TT+lowP constraint quoted in Eq. (28). These limits on tensor
modes are more robust than the limits using the shape of the
CTT
` spectrum alone owing to the fact that scalar perturbations

cannot generate B modes irrespective of the shape of the scalar
spectrum.

13.1. Implications of BKP on selected inflationary models

Using the BKP likelihood further strengthens the constraints
on the inflationary parameters and models discussed in Sect. 6,
as seen in Fig. 54. If we set ✏3 = 0, the first slow-roll pa-
rameter is constrained to ✏1 < 0.0055 at 95 % CL by Planck
TT+lowP+BKP. With the same data combination, concave po-
tentials are preferred over convex potentials with log B = 3.8,
which improves on log B = 2 obtained from the Planck data
alone.

Combining with the BKP likelihood strengthens the con-
straints on the selected inflationary models studied in Sect. 6.
Using the same methodology as in Sect. 6 and adding the BKP
likelihood gives a Bayes factor preferring R2 over chaotic in-
flation with monomial quadratic potential and natural inflation
by odds of 403:1 and 270:1, respectively, under the assumption
of a dust equation of state during the entropy generation stage.
The combination with the BKP likelihood further penalizes the
double-well model compared to R2 inflation. However, adding

Table 17. Results of inflationary model comparison using the
cross-correlation between BICEP2/Keck Array and Planck. This
table is the analogue to Table 6, which did not use the BKP like-
lihood.

Inflationary Model ln B0X

wint = 0 wint , 0

R + R2/6M2 . . . +0.3
n = 2 �6.0 �5.6
Natural �5.6 �5.0
Hilltop (p = 2) �0.7 �0.4
Hilltop (p = 4) �0.6 �0.9
Double well �4.3 �4.2
Brane inflation (p = 2) +0.2 0.0
Brane inflation (p = 4) +0.1 �0.1
Exponential inflation �0.1 0.0
SB SUSY �1.8 �1.5
Supersymmetric ↵-model �1.1 +0.1
Superconformal (m = 1) �1.9 �1.4

BKP reduces the Bayes factor of the hilltop models compared
to R2, because these models can predict a value of the tensor-to-
scalar ratio that better fits the statistically insignificant peak at
r ⇡ 0.05. See Table 17 for the Bayes factors of other inflationary
models with the same two cases of post-inflationary evolution
studied in Sect. 6.

13.2. Implications of BKP on scalar power spectrum

The presence of tensors would, at least to some degree, require
an enhanced suppression of the scalar power spectrum on large
scales to account for the low-` deficit in the CTT

` spectrum. We
therefore repeat the analysis of an exponential cut-off studied
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Sign Matters
• The goal of the swampland program is to delineate the landscape from the swamp. 

Swampland constraints often take the form of an inequality, e.g., the WGC:

• Analyticity constraints on the S-matrix similarly give rise to inequalities (positivity 
bounds) that constrains the EFT coefficients.

• Natural to put 2+2 together. Indeed, some remarks were already made in [Arkani-
Hamed, Motl, Nicolis, Vafa ’06];[Adams, Arkani-Hamed, Dubovsky, Nicolis, Rattazzi, ’06].

• Leading irrelevant operators shift the extremality bound of RN black hole:

∃ state with
q
m

≥ lim
M→∞

Q
M ext

[Arkani-Hamed, Motl, Nicolis, Vafa ’06]

the CFT spectrum (i.e. the statement that the operator content of the theory is maximal

consistent with local OPE, as follows from modular invariance) forces us to have O(z) as an

allowed operator in the theory.

Another way to understand the existence of the operator O(z) is to note that it cor-

responds to spectral flow by 1 unit in the U(1). This simply corresponds to changing the

boundary conditions on the circle by exp(2πi θ p) where p denotes the U(1) charge and θ

goes from 0 to 1.

We thus see that the state corresponding to O(z) exists in the spectrum of CFT. Since

by assumption this is a left-mover state, this corresponds to NL = 0 and so M2 = 1
2Q

2
L − 1,

while asymptotically, the excited strings correspond to extremal black holes with M2 = 1
2Q

2
L,

so our string state is indeed sub-extremal.

5 Possible relation to subluminal positivity constraints

It is natural to conjecture that since there must exist states for which (M/Q) < 1 while

the extremal black holes have (M/Q) = 1, the extremal limit for (M/Q) for black holes

is approached from below, that is, that the leading corrections to the extremal black hole

masses from higher-dimension operators should again decrease the mass. This implies some

positivity constraint on some combination of higher-dimension operators.

It is interesting that similar positivity constraints have been discussed in [9], where it

was found that certain higher-dimension operators must have positive coefficients in order

to avoid the related diseases of superluminal signal propagation around configurations with

a nonzero field strength and bad analytic properties of the S-matrix. For instance, consider

the theory of a U(1) gauge field in four dimensions. The leading interactions are F 4 terms,

and the effective Lagrangian is of the form

− F 2
µν + a(F 2)2 + b(FF̃ )2 + · · · (28)

If the scale suppressing the dimension 8 operators is far beneath the Planck scale, we can

ignore gravity, and the claim of [9] is that a, b must be positive to avoid superluminal prop-

agation of signals around backgrounds with uniform electric or magnetic fields, and also to

satisfy analyticity and dispersion relation for the photon-photon scattering amplitude.

Of course these higher dimension operators also change the mass/charge relation for

extremal black holes. Indeed, there are many other operators which do this as well; at the

leading order they include R2 and RF 2 type terms as well. But we can imagine that the F 4

15

M2
extremal electric = Q2 −

2a
5

< Q2analyticity 

(causality)



Gravity Matters
• In the presence of dynamical gravity, the analyticity and boundedness properties of the S-

matrix are less understood. 

• An added assumption of Regge boundedness:

• Graviton exchange in the t-channel:

• One can argue that the amplitude cannot grow faster than  using the chaos bound 
[Maldacena, Shenker, Stanford, ’15] (or heuristically, using the `signal model’ [Camanho, Edelstein, 
Maldacena, Zhiboedov, ’14]). 

• A more careful treatment can be found in [Chandorkar, Chowdhury, Kundu, Minwalla, ’21]. Establishing 
this behavior is relevant for the Classical Regge Growth Conjecture. 

s2

M(s, t) ∼ −
1

M2
P

s2

t

lim
s→∞, t<0:fixed

M(s, t)/s2 = 0



Gravity Matters
• More recently, gravitational Regge boundedness for  was shown in [Hairing, Zhiboedov, ’22] 

to hold under some assumptions, including subexponentiality:

 everywhere in the region of analyticity in the upper half-plane .

• Interestingly, arguments using large IR logs to show swampland constraints are 4d specific 
[Arkani-Hamed, Huang, Liu, Remmen, ’21].

• Even though the Regge limit does not probe strong gravity (black hole exchange), 
understanding whether this is true for all UV completion may teach us lessons about the UV.

• Swampland constraint? Evidence: 1) perturbative string amplitude in flat space, 2) CFT 
argument [Caron-Huot, ‘17] for AdS scattering (leading  gives , to all orders ).

• The gravitational positivity bounds may be only approximately positive [Hamada, Noumi, GS, 
’18];[Alberte, de Rham, Jaity, Tolley, ’20]; [Tokuda, Aoki, Hirano, ’20];[Caron-Huot, Mazac, Rastelli, Simmons-Duffin, ’21].

D ≥ 5

arg(s) ∈ (0,∞)

1/N M ∼ s2 M ∼ s

|M(s, t) | < eC|s|β
, β < 1 for fixed t < 0



Gravitational Positivity Bounds

s

4m2−4m2 + t

C0

s

4m2−4m2 + t

IR expansion of the  amplitude:

                 

γγ → γγ

ℳ(s, t) = − 4su
M2

Plt
− 4tu

M2
Pls

− 4ts
M2

Plu

+
∞

∑
n=0

cn(t)
n! (s + t

2 )
n

Implications of analyticity

c2(t) − 8
M2

Plt
= 4

π ∫
∞

4m2
ds

Imℳ(s, t)
(s + t/2)3

Repeating the same argument as before, we find

How the graviton t-channel pole gets canceled depends on UV completion.

The leftover  piece can be positive or negative, modifying the “positivity bounds”.t0

For perturbative string amplitude, modification is   [Hamada, Noumi, GS, ’18]%(1) 1
M2s M2

P

• How the graviton t-channel pole gets canceled depends on UV completion.

• The leftover  piece can be positive or negative, modifying the “positivity bounds”.t0

c2(t) −
8

M2
Plt

=
4
π ∫

∞

4m2

ds
Imℳ(s, t)
(s + t/2)3ℳ(s, t) = −

4su
M2

Plt
−

4tu
M2

Pls
−

4ts
M2

Plu
+

∞

∑
n=0

cn(t)
n! (s +

t
2 )

n

[Hamada, Noumi, GS, ’18]



Weak Gravity Conjecture



WGC from Unitarity and Causality
• With these caveats, one can “prove” the WGC from unitarity and causality [Hamada, Noumi, GS 

’18], [Cheung, Liu, Remmen, ’18];[Bellanzini, Lewandowski, Serra ,’19], [Arkani-Hamed, Huang, Liu, Remmen, ‘21]

• Such arguments have been extended to more complicated charged black holes  [Loges, 
Noumi, GS, ’19];[Loges, Noumi, GS, ’20].  

• In some cases, positivity bounds alone do not imply the WGC; additional symmetries of the 
EFT (well motivated from UV completions like  and ) are needed to 
enforce the WGC. [Loges, Noumi, GS, ’20].

SL(2,ℝ) O(d, d, ℝ)

ℒ =
1
2

R −
1
4

F2 +
α1

4
(F2)2 +

α2

4
(FF̃)2 +

α3

2
FFW

2(Q2 + P2)

M
≤ 1 +

32π2

5(Q2 + P2)3 [2α1(Q2 − P2)2 + 2α2(2QP)2 − α3(Q4 − P4)]



Sketch of the Proof: Step 1
• We first show that under the assumption of weakly coupled UV completion, causality implies 

because 𝛼3 leads to causality violation and an infinite tower of massive higher spin states is 
required to UV complete the EFT at tree-level [Camanho, Edelstein, Maldacena, Zhiboedov, ’14]. 

|α1 | ≫ |α3 |

[Hamada, Noumi, GS, ’18]

We emphasize that we work here with the on-shell three-point functions, independently

of the precise way we write the Lagrangian. This discussion depends only on on-shell three-

point functions and not on other contact terms. Any contact four point interaction does

not give rise (at tree level) to the long range force at a non-zero value of the impact

parameter.

3.3. Problems with Higher Derivative Corrections to the Three-Point Functions

We discussed above how the three-point functions give rise to the leading order ex-

pression for the phase shift δ("b, s) = sF ("b). If this result were exponentiated, as eiδ , then

we could get a time advance problem similar to what we found for the shock waves. Here

we would like to explain how to get a time advance problem without using the particular

non-linear structure of shock waves. The goal is to present the problem in a way that

depends only on very general principles.

Fig. 5: We imagine a particle going through a set of successive scattering events.

The intrinsic quantum uncertainty in v is ∆qv. We have drawn a situation where
there is a final time advance after going through all the shocks that is larger than the

quantum uncertainty. In this figure we have neglected the delay of the u-localized
particles.

First note that in order for time delay to be a problem we would like to find that the

time delay ∆v = ∂p2,vδ is larger than the quantum mechanical uncertainty that is implicit

20

fig: Camanho et al ’14

phase shift of photon propagation:

δ ∼ s (ln(LIR/b) ± |α3 |
b2

+ …)
time delay in GR

helicity dependent phase shit

: impact parameterb : IR cutoffLIR

x

t



Sketch of the Proof: Step 1
• Time advancement if

• Phase shift generated by spin J is                 . A finite # of higher spin particles does not help 
→ infinite tower of higher spin states.

• Causality violation unless the scale MP/𝛼31/2  is above ΛQFT.

• Integrating out light neutral scalars doesn’t give significant contributions to 𝛼3 so

• If there are different Regge towers as in theories with open strings: 

• If there are light fields or different Regge towers, 𝛼3 is subdominant compared with the 
causality preserving terms 𝛼1 and 𝛼2.

b2 ln(L/b) ≪ |α3 |

δ ∼ sJ−1

|α1 | ≫ |α3 |

αclosed
1,2,3 ∼

M2
Pl

M2
s

≪ αopen
1,2 ∼

M2
Pl

gsM2
s

, gopen ∼ gs ≫ gs

[Hamada, Noumi, GS, ’18]



Sketch of the Proof: Step 2

• Consider the forward limit  of  scattering, Regge boundedness implies that the UV contour 
does not give  contribution to .

• The higher derivative operator parametrized by 𝛼1 leads to:

t → 0 γγ
𝒪(s2) ℳ

α1(FμνFμμ)2 ⇒ ℳ ∼ α1s2

a state

extremal 
BH

Q = M
Q − q ≤ M − m

q ≥ m

Unitarity ⇒ 𝛼1 > 0 

can be an extremal BH!

[Hamada, Noumi, GS, ’18]

X
=Im � 0

2
n

n



Stronger forms of the WGC
• Consistency with dimensional reduction and duality suggests stronger versions of the WGC 

known as the sub-lattice WGC [Montero, GS, Soler ’16], [Heidenreich, Reece, Rudelius ’16] and tower WGC 
[Andriolo, Junghans, Noumi, GS ’18].

• Applying the Convex Hull Condition [Cheung, Remmen,’14];[Brown, Cottrell, GS, Soler, ’15] to BHs carrying 
KK U(1)’s leads to tower/sublattice WGC. 

BH BH 

Q2/m Q2/m

Q1/m Q1/m



Strong forms of the WGC
• The strongest evidence comes from string theory, suggesting a monotonic behavior. 

• The correspondence principle [Horowitz, Polchinski ’96] states that  but does 
not guarantee that the extremal curve stays on one side. 

• For BHs with near-horizon BTZ geometry, entropy matching is exact implying that 
superextemality curve stays superextremal upon turning on . [Aalsma, Cole, GS ’19].

Sstring ∼ 𝒪(1)SBH

gs

where QL is 22-dimensional vector and QR is 6-dimensional vector. The charges are quan-

tized, lying on the 28-dimensional even self-dual lattice with

Q2
L − Q2

R ∈ 2 (21)

Moving around in moduli space corresponds to making SO(22, 6) Lorentz transformations

on the charges.

Q = M

Q

M

Figure 4. The charge M of the heterotic string states of charge Q approaches

the M = Q line from below. The yellow area denotes the allowed region.

The extremal black hole solutions in this theory were constructed by Sen [8]. For Q2
R −

Q2
L > 0, there are BPS black hole solutions with mass

M2 =
1

2
Q2

R (22)

where we work in units with MPl = 1. For Q2
L − Q2

R > 0, the black holes are not BPS; still,

the extremal black holes have mass

M2 =
1

2
Q2

L . (23)

We can compare this with the spectrum of perturbative heterotic string states, given by

M2 =
1

2
Q2

R + NR =
1

2
Q2

L + NL − 1 (24)

where NR,L are the string oscillator contributions and where we chose units with α′ = 4.

The −1, coming from the tachyon in the left-moving bosonic string, is crucial. Note that

this spectrum nicely explains the BH spectrum of the theory, as the highly excited strings

are progenitors of extremal black holes. Consider large QL, QR , with Q2
R > Q2

L. Then,

13

Can we upgrade the scattering positivity
 bound arguments to show this monotonicity?



Spinning WGC?



Rotating BHs
• Could there be similar constraints for rotating BHs? [Aalsma, GS, ’22]. Maybe not: 

• Rotating BHs can lose energy via superradiance.

• For pure gravity in , BHs w/ a given mass can have arbitrarily large  [Myers, Perry, 86].

• But …. 

• Spinning WGC for BTZ BH follows from c-theorem of the dual CFT [Aalsma, Cole, Loges, GS, ’20]

• In string theory, spin can sometimes be mapped to charge, e.g., 

D ≥ 6 J

5d Pure Gravity

4D KK BH 5D Myers-Perry BH
M4, Q, P, J4 M5, J1, J2



Rotating BHs
• However, in string theory, spin can sometimes be mapped to charge, e.g., 

• The leading correction to Einstein gravity is the Gauss-Bonnet term:

L5D =
1
2

R + λ (RabcdRabcd − 4RabRab + R2) Can consider KK BH with   
to fix the sign of  using the WGC

J4 = 0
λ

5d Pure Gravity

4D KK BH 5D Myers-Perry BH
M4, Q, P, J4 M5, J1, J2

[Aalsma, GS, ’22]



Mapping Spins to Charges
• Consider a rotating dyonic KK BH with  

 BH sitting at the tip of Taub-NUT 

• Taking a decompactification limit, this becomes a 5D MP BH with .

• Map between parameters:

• Calculate the leading higher derivative corrections to the extremality bound for the KK BH, 
either in 5D or its reduction to 4D, .

(M4, Q, P, J4)

→ (rBH ≪ R5)

(M5, J1, J2)

RGB → 4 − derivative terms involving R, F, ϕ

M5 ∼ M4 − Mmonopole

QP ∼
1
2 (J1 + J2)

J4 ∼
1
2 (J1 − J2)

Can map 5d rotations to 

pure charges when  J1 = J2!



KK Black Hole
• KK black hole:

where 

• For , the expression simplifies:

•  does not change sign for a fixed .

• The WGC .

Γ = q/p

Q = P

δM4 λ

⇒ λ ≥ 0

δM4 ∼ ∫ d5x −gλRGB = −
8π2λR

p
(1 + Γ)

(1 − Γ)2 Γ2 − 1 (3πΓ2sgn(Γ − 1) + (1 − 4Γ) Γ2 − 1 + 6Γ2 arctan [ Γ + 1
Γ − 1 ])

For equal charges p = q these expressions simplify greatly and the mass correction is

�M
KK
4

��
p=q

= �32⇡2
R�

5qL
+

512⇡2
R⌘L

21q3
. (3.9)

Importantly, the correction (�M4)�  0 and (�M4)⌘ � 0 for the entire domain of �, see Fig.
LA: ?? Make figure.

3.3 Higher-Derivative Corrections to Kerr Black Hole

LA: The result for the 6-derivative correction to the Kerr black hole is:

�M
Kerr
4 =

8⇡⌘L

7↵3
(3.10)

4 Black Hole Instabilities

LA: Add discussion about superradiance etc.

5 Conclusions
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A Details on Kaluza-Klein Reduction

LA: Put details on KK reduction here.
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The quantities A and B can be viewed as gauge fields when performing a reduction along
the y and t-direction respectively. The associated electric and magnetic charges are3

Q = 4⇡

s
q(q2 � 4m2)

p+ q
,

P = 4⇡

s
p(p2 � 4m2)

p+ q
.

(2.4)

We work with positive charges, such that p, q � 0. After making the y-direction compact
with radius R5, such that y = y + 2⇡R5, we perform a Kaluza-Klein reduction (whose
details can be found in Appendix A) to obtain a rotating dyonic Kaluza-Klein black hole
in four dimensions. In the Einstein frame, the action is given by

I =
1

16⇡G4

Z
d4x

p
�g4

✓
R4 �

1

4
e
�
p
3�
FabF

ab � 1

2
(@�)2

◆
, (2.5)

where � is the canonically normalized scalar field. The equations of motion are

Gab � 8⇡G4Tab = 0 ,

ra(e
�
p
3�
F

ab) = 0 ,

⇤�+

p
3

4
e
�
p
3�
FabF

ab = 0 ,

(2.6)

where the stress tensor is given by

16⇡G4Tab = e
�
p
3�

✓
F

c
a Fbc �

1

4
gabFcdF

cd

◆
+ @a�@b�� 1

2
gab(@�)

2
. (2.7)

By reducing the five-dimensional black hole solution we find that the dilaton is given by

' = e
��/

p
3 =

s
Hq

Hp
, (2.8)

the field strength is defined as F = dA and the metric of the Kaluza-Klein black hole in
the Einstein frame is

ds2 = � �✓p
HpHq

(dt+B)2 +
p
HpHq

✓
dr2

�
+ d✓2 +

�

�✓
sin2 ✓d�2

◆
. (2.9)

This metric, dilaton and field strength configuration solves the equations of motion (2.6).
We find that the ADM mass and rotation are given by

M
KK
4 =

p+ q

4G4
,

J
KK
4 =

p
pq(pq + 4m2)↵

4G4(p+ q)m
.

(2.10)

3Our definition of the charges differs by a factor 8⇡ and a minus sign for the B-field as compared with
[42, 43].
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details can be found in Appendix A) to obtain a rotating dyonic Kaluza-Klein black hole
in four dimensions. In the Einstein frame, the action is given by

I =
1

16⇡G4

Z
d4x

p
�g4

✓
R4 �

1

4
e
�
p
3�
FabF

ab � 1

2
(@�)2

◆
, (2.5)

where � is the canonically normalized scalar field. The equations of motion are

Gab � 8⇡G4Tab = 0 ,

ra(e
�
p
3�
F

ab) = 0 ,

⇤�+

p
3

4
e
�
p
3�
FabF

ab = 0 ,

(2.6)

where the stress tensor is given by

16⇡G4Tab = e
�
p
3�

✓
F

c
a Fbc �

1

4
gabFcdF

cd

◆
+ @a�@b�� 1

2
gab(@�)

2
. (2.7)

By reducing the five-dimensional black hole solution we find that the dilaton is given by

' = e
��/

p
3 =

s
Hq

Hp
, (2.8)

the field strength is defined as F = dA and the metric of the Kaluza-Klein black hole in
the Einstein frame is

ds2 = � �✓p
HpHq

(dt+B)2 +
p
HpHq

✓
dr2

�
+ d✓2 +

�

�✓
sin2 ✓d�2

◆
. (2.9)

This metric, dilaton and field strength configuration solves the equations of motion (2.6).
We find that the ADM mass and rotation are given by

M
KK
4 =

p+ q

4G4
,

J
KK
4 =

p
pq(pq + 4m2)↵

4G4(p+ q)m
.

(2.10)

3Our definition of the charges differs by a factor 8⇡ and a minus sign for the B-field as compared with
[42, 43].
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Myers-Perry Black Hole

• MP black hole:

• However, for 

• The extremality bound for rotating BH is shifted negatively.

J1 = ± J2

δM5 ∼ ∫ d5x −gλRGB = −
4π2λ

L ( J2
1 + J2

2 − 6 |J1J2 |
|J1J2 | )

δM5 = +
16π2λ

L
≥ 0 where we used the Charge WGC ⇒ λ ≥ 0

indefinite sign!



Kerr BH
• A chain of dualities maps a Kerr BH to a non-rotating charged dyonic BH:

• Similar logic can fix corrections to Kerr BH. However, the Gauss-Bonnet term is topological 
in 4D, and so the leading correction is the 6-derivative operator:

term. In four dimensions, this term is topological and the leading correction is a Riemann
cubed term. Because we are considering vacuum solutions, the Gauss-Bonnet term reduces
to the Riemann squared term. Thus, in total the corrections we have to study in five
dimensions are

�L =
�

L
RabcdR

abcd + ⌘LR
cd

ab R
ef

cd R
ab

ef . (3.2)

We are only considering parity-even terms. LA: Odd terms vanish?

3.1 Higher-Derivative Corrections to Myers-Perry Black Hole

We are now interested in studying higher-derivative corrections to the above geometries. We
will study the leading even-parity four and six-derivative terms which, using the equations
of motion, can be written in a basis of Riemann tensors.

I =

Z
d5x

p
�g

✓
R5

16⇡G5
+

�

L
RabcdR

abcd + ⌘LR
cd

ab R
ef

cd R
ab

ef

◆
. (3.3)

�M
MP
5 = �4⇡2

�

L

a
2 + b

2 � 6|ab|
|ab| � 16⇡2

⌘L

�
a
2 � 14|ab|+ b

2
� �

a
2 � |ab|+ b

2
�

|ab|3 (3.4)

We note that the sign of the correction to the extremality bound depends on the ration
|a/b|. If one of the linear combinations of the rotations vanish: a± b = 0, we find that this
expression simplifies and reduces to

�M
MP
5

��
a±b=0

=
16⇡2

�

L
+

192⇡2
⌘L

7a2
. (3.5)

In this case, a fixed sign of the Wilson coefficients (�, ⌘) also leads to a definite sign for the
corrections to the extremality bound.

3.2 Higher-Derivative Corrections to Kaluza-Klein Black Hole

�M
KK
4 =

�

L
(�M4)� + ⌘L (�M4)⌘ (3.6)

The form of these corrections is quite complicated and can be expressed in a relatively nice
form in terms of the ratio � = q/p. LA: Assumed (p, q) � 0 We then find

(�M4)� = �8⇡2
R

p

(1 + �)

(1� �)2
p
�2 � 1

 
3⇡�2sgn(�� 1) + (1� 4�)

p
�2 � 1

+ 6�2 arctan

"r
�+ 1

�� 1

#! (3.7)

and
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16⇡2

R

7p3
(1 + �)3/2

(�� 1)9/2�

 
105⇡�4sgn(�� 1) + (6� 32�+ 81�2 � 160�3)

p
�2 � 1

� 210�4 arctan

"r
�+ 1

�� 1

#!

(3.8)
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Corrections to Extremality Bounds

extremal Kaluza-Klein solution fixes � � 0. 5 If the four-derivative term is zero (which
could be the case in a particular UV-completion), the leading term is the six-derivative
term. Imposing this term to decrease the mass requires ⌘  0. The constraints this places
on the rotating solutions are displayed in Table 1. The main takeaway from these results is

�
LR

2
⌘LR3

�M
KK
4 - �LM� ⌘LM⌘

WGC: � � 0 ⌘  0

�M
MP
5

�
L16⇡

2
⌘L

192⇡2

7a2

Sign: + -

�M
Kerr
4 0 ⌘L

8⇡
7↵̂3

Sign: n.a. -

Table 1. Overview of the four and six-derivative corrections to the extremal mass of the different
black holes studied in this paper. The functions M(�,⌘) � 0 are given in (3.13). Imposing that
both higher-derivative corrections decrease the mass fixes the sign of the corrections to an extremal
five-dimensional Myers-Perry and four-dimensional Kerr black hole. A + sign indicates an increase
and a � sign a decrease in mass.

that the sign of the corrections to the extremality bound of rotating black holes does not
seem to be universal when we impose the WGC. The four-derivative correction increases the
extremal mass of the Myers-Perry solution, whereas the six-derivative correction decreases
the mass of the extremal Myers-Perry and Kerr solutions. We give an interpretation of this
non-universal behavior in terms of the instability of these black holes in the next section.

4 Superradiant Instabilities

From the results in Table 1 it is clear that the higher-derivative terms we considered do
not correct the extremality bound of extremal Kerr and five-dimensional Myers-Perry black
holes with a universal sign. In that sense, there does not seem to be a sharp statement, like
the charged WGC, that requires corrections to extremal rotating black holes to increase
their angular momentum-to-mass ratio.6

At first sight, one might not be surprised by this observation. As discussed in the
introduction, one of the motivations for the charged WGC, extremal black hole decay,
does not hold for rotating black holes due to superradiance. A necessary condition for

5Interestingly, while there is currently no known scattering positivity bound on the Gauss-Bonnet term,
the sign of � chosen by the WGC is consistent with that of string theory examples [47, 48] that violates the
KSS viscosity bound [49].

6As mentioned before, BTZ black holes are an exception. When corrections to the extremality bound
can be viewed as relevant perturbations in the CFT the holographic c-theorem can be used to argue for a
spinning WGC [41].
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Superradiance
• Rotating BHs are unstable due to superradiance which occurs when there is an ergosphere:

• How does the superradiant instability of rotating BHs manifest in the charged BH?

in the charged solutions. We will now show in detail that. in order for the superradiant
instability to exist, the charged solutions need to satisfy the WGC. A similar observation
was made in [36], but here we demonstrate the relationship with the WGC.

4.1 Rotational Superradiance

The condition for superradiance to occur can be derived in an elegant manner from black
hole thermodynamics [40]. The first law for rotating black holes is

dM = TdS + ⌦idJ
i
. (4.2)

Here ⌦i is the angular potential and the index i runs over different possible angular momenta
Let’s say that we perform a scattering experiment and want to extract energy ! and angular
momentum j

i from the black hole such that dM/dJ i = !/j
i. Using the first law we can

then write
dM = TdS

!

! � ji⌦i
. (4.3)

Using the second law (dS � 0) and imposing we extract energy (dM  0) we then find that
the condition for superradiance to occur is

!  j
i⌦i . (4.4)

Evaluating the angular potential in the extremal limit for the solutions of interest we find

Kerr: ⌦� =
1

2↵
,

Myers-Perry: ⌦( ̃,�̃) =
1

a+ b
.

(4.5)

We can now compare the superradiance condition (4.4) against a possible spinning WGC
bound. These conditions would look like

WGC for Kerr: !

s
G4

j�
 1 ,

WGC for Myers-Perry:
2

3

✓
4G5

⇡

◆1/3
!

(j ̃ + j�̃)2/3
 1 .

(4.6)

Comparing this spinning WGC bound with the condition for superradiance, we see that it
is possible to obey (4.4) while not satisfying (4.6). From the perspective of the rotating
black holes, there therefore is no clear relationship between the onset of superradiance and
the extremality bound. However, as we will now show this behaviour is different when we
map these solutions to the charged Kaluza-Klein black hole.

LA: Double check computation

4.2 Charged Superradiance

Charged black holes have no ergosphere, so they do not superradiate in a strict sense, but
they can lose mass and charge when a similar condition as (4.4) is satisfied. We will see
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Superradiance vs WGC
• Charged BHs have no ergosphere, but can lose energy in a similar sense if 

• If the particle extracting energy  and electric, magnetic charges  from the BH:

• This stronger charged superradiance condition implies the WGC:

• The superradiance condition and the WGC coincide when .

• Phrased in term of superradiance, rotating and charged BHs are treated in unified manner. 

ω (kq, kp)

kq/kp = Q/P

that in the charged case there is a clear relation between the WGC and the condition for
superradiance to occur. This was observed earlier in [41]. The first law for dyonic black
holes is given by

dM = TdS + qdQ+ pdP . (4.7)

Here  q,p are the electric and magnetic potentials and (Q,P ) the electric and magnetic
charge. Let us consider extracting energy ! and electric and magnetic charge (kq, kp) � 0.
This results in the following change in black hole parameters

dM/dQ = 16⇡G4!/kq , dM/dP = 16⇡G4!/kp . (4.8)

Following the same steps as before (imposing the second law and requiring dM  0) we
can derive the following condition for charged superradiance:

16⇡G4!  kq q + kp p . (4.9)

In the extremal limit, the potentials are given by

 q =

r
p+ q

q
,  p =

r
p+ q

p
. (4.10)

We find that the conditions for superradiance and the WGC are given by

Superradiance:
16⇡G4!

kq

p
1 + (P/Q)2/3 + kp

p
1 + (Q/P )2/3

 1 ,

WGC:
16⇡G4!

(k2/3q + k
2/3
p )3/2

 1 .

(4.11)

It is straightforward to check that when the superradiance condition is satisfied, this implies
the WGC condition (but not the other way around):

16⇡G4!

kq

p
1 + (P/Q)2/3 + kp

p
1 + (Q/P )2/3

 16⇡G4!

(k2/3q + k
2/3
p )3/2

. (4.12)

The superradiance mass-to-charge ratio is maximized when kp/kq = P/Q, where it equals
the WGC condition. We note that if we were to consider a solution that is purely electric
or magnetic, the superradiance and WGC condition are always equivalent.

4.3 Superradiance vs. Weak Gravity Conjecture

Although for the rotating black holes we considered there is no obvious relation between
the condition for superradiation emission and the extremality bound, the situation is qual-
itatively different for charged solutions. Whenever the extremal Kaluza-Klein black hole
has a charged superradiant instability, the superradiant states also satisfy the WGC. This
gives an interesting perspective on the superradiant instability for the extremal rotating
solutions we considered in this paper. As discussed previously, from the perspective of
the five-dimensional Myers-Perry black hole with equal rotations, it is not clear if in four-
dimensions this is described by a rotating black hole with one unit of magnetic charge or a
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has a charged superradiant instability, the superradiant states also satisfy the WGC. This
gives an interesting perspective on the superradiant instability for the extremal rotating
solutions we considered in this paper. As discussed previously, from the perspective of
the five-dimensional Myers-Perry black hole with equal rotations, it is not clear if in four-
dimensions this is described by a rotating black hole with one unit of magnetic charge or a

– 15 –
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WGC for p-form Symmetry

• One can generalize the WGC for 1-form gauge fields to the WGC for (p+1)-form gauge fields 
which couple to p-branes:

• The 0-form gauge field (axion) case (-1 form symmetry) is most interesting (axion inflation) but 
subtle as the “branes” that couple to it are instantons.

• Obtaining an axion by duality [Brown, Cottrell, GS, Soler, ‘15] or dimensional reduction [Heidenreich, Reece, 
Rudelius, ’16] suggests that the above inequality can indeed be extrapolated to:

Qp

Tp
≥ (

Qp

Tp )
Ext

f ⋅ Sinst ≤ 𝒪(1)MP



• Consider a 5d particle with mass  and charge  whose (Euclidean) worldline wraps the 
compact dimension

• This particle sources the axion and is localized to a point in 4d spacetime, i.e. it is an instanton:

• The 5d WGC for charged particles   translates into:
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A detection of CMB B-mode at the targeted level implies that the inflaton potential is nearly 
flat over a super-Planckian field range. For single-field inflation:

�� &
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“Large field inflation” are highly

sensitive to UV physics

Gravity Wave and UV Sensitivity



Natural Inflation [Freese, Frieman, Olinto]Pseudo-Nambu-Goldstone bosons are natural inflaton candidates.

Axions and Large Field Inflation



They satisfy a shift symmetry that is only 
broken by non-perturbative effects:

decay constant

Natural Inflation [Freese, Frieman, Olinto]Pseudo-Nambu-Goldstone bosons are natural inflaton candidates.
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broken by non-perturbative effects:

decay constant
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The WGC implies that these conditions cannot be simultaneously satisfied.

Axions and Large Field Inflation



Loopholes

• Whether the WGC can rule out natural inflation depends on whether it takes a strong form. 
The weak form can be satisfied by a spectator instanton [Brown, Cottrell, GS, Soler, ’18];[Rudelius, ’18]:

 with 

• Another loophole is inflation with non-periodic axions (aka axion monodromy [Silverstein, 
Westphal, ’08];[McAllister, Silverstein, Westphal, ’08];[Marchesano, GS, Uranga, ’14];[Hebecker, Kraus, Witkowski, ’14];
[Blumenhagen, Plauschinn, ’14]; …) as they are not mapped to long-range gauge fields.

1 < m ⌧ M, F � MP > f, M ⇥ f ⌧ 1

V = e−m [1 − cos ( Φ
F )]+ e−M [1 − cos ( Φ

f )]



Resonant Non-Gaussianity

Notice that in this range fφ∗ ! 1 is always satisfied.
The shape of resonant non-Gaussianity for axion monodromy inflation is shown in Fig-

ure 2 for b = 10−2, fφ∗ = 2× 10−2, and fixed k1 = k∗ = 0.002Mpc−1. We chose this value of
f because both the leading contribution and the subleading contribution in fφ∗ are clearly
visible. Notice that as the value of k1 changes, the phase of the oscillation changes.
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Figure 2: This plot shows the shape G(k1, k2, k3)/(k1k2k3) of resonant non-Gaussianity for
the linear potential of axion monodromy inflation with b = 10−2, fφ∗ = 2 × 10−2 and fixed
k1 = k∗ = 0.002Mpc−1. We use the notation x2 = k2/k1 and x3 = k3/k1. The triangle
inequality implies x2+x3 ≤ 1 and the quantity is symmetric under interchange of x2 and x3

so that we show in the plot only the region 1/2 ≤ x2 ≤ 1.

We find that our analytic result for f res agrees with the values obtained by numerical
integration in [13] at the per cent level.15

3.2. Consistency relation

As pointed out in [11] (see also [12]), in the limit in which one of the momenta, say, k3
is much less than the other two, which are then roughly equal, k3 ! k1 ≈ k2 = k, the
three-point function is related to the two-point function by a consistency relation

lim
k3→0

〈R(k1, t)R(k2, t)R(k3, t)〉 ' −|R(o)
k3
|2

1

H(tk)

d

dtk
〈R(k1, t)R(k2, t)〉 , (3.31)

15For the comparison, notice that [13] uses a momentum dependent quantity f̃NL. In the equilateral limit,

they extract their quantity fA = −f̃ (eq)
NL . This quantity is related to our f res according to fA = 10f res/9.

17



Axionic WGC and Wormholes
• Without a clear notion of extremality for -1 form symmetries, wormholes have been used to 

set the WGC   [Andriolo, Huang, Noumi, Ooguri, GS ’20]; [Andriolo, GS, Soler, Van Riet ’22].

• The Giddings-Strominger wormhole is a solution to the Euclidean eoms for axion gravity:

f ⋅ Sinst < 𝒪(1)MP

r = r0

Figure 1. A wormhole connecting two asymptotically flat regions consists of two semiwormholes
with opposite axion charges and the same action, which are glued at a three-sphere represented as
r = r0. Each semiwormhole can be regarded as an instanton.

reasonable to expect that some information about UV physics is needed to prove the

WGC. The purpose of this paper is to identify such UV information for a specific version

of the WGC.

The axionic WGC predicts the existence of instantons whose action-to-charge ratios

are smaller than one in an appropriate unit [11]. It connects the WGC to the distance

conjecture [12] and imposes constraints on axion inflation scenarios3 (see e.g. [18–29] and

references therein) and ultralight axion dark matter models [30]. In this paper, we focus on

the axion-gravity system and the axion-dilaton-gravity system. We find that the WGC for

the axion-gravity system follows from unitarity, analyticity, and locality of UV scattering

amplitudes. On the other hand, these conditions are not su�cient for the axion-dilaton-

gravity system; we find that the WGC for this system is satisfied if we in addition impose

duality constraints.

In the 4D axion-gravity system, the upper bound is set by the action-to-charge ratio

of the macroscopic semiwormhole (see Fig. 1) as4

Sn

|n|


p
6⇡

4
·
MPl

f
, (1.1)

where n and Sn are the charge and action of the instanton required by the WGC, MPl

is the reduced Planck mass, and f is the axion decay constant. The WGC in this case

guarantees that the tunneling process through a collection of small instantons dominates

over the one through a single large instanton with the same charge. This is the axionic

WGC counterpart of the statement “every black hole has to decay” in the WGC for 0-form

3
The axionic WGC constrains inflation scenarios with periodic axions, i.e., axions with a compact field

space. Axion monodromy inflation (using branes [13, 14] and fluxes [15–17] to break the axion periodic-

ity) provides an interesting exception, though other Swampland conditions can potentially constrain such

models, see e.g. [9] for a review.
4
Since the notion of extremality for gravitational instantons is not clear (in contrast to the case for

black branes), it is not fully understood yet how to formulate a precise version of the WGC for (-1)-form

symmetries, see [26, 30, 31] and references therein. In this paper we follow [26, 30] and use macroscopic

wormholes, which are well controlled solutions in the EFT, as the reference to set the WGC bound.
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Two questions:
1) wormhole action decreases with charge?
2) wormholes perturbatively stable ?



Evidence for Axionic WGC

• The WGC is set by the action-to-charge ratio of a 
macroscopic semi-wormhole (considering axion- 
gravity and axion-dilaton-gravity) [Andriolo, Huang, 
Noumi, Ooguri, GS ’20]; [Andriolo, GS, Soler, Van Riet ’22].

• Action-to-charge ratio was shown to decrease 
with charge by considering leading irrelevant 
operators with signs fixed by unitarity/causality 
[Andriolo, Huang, Noumi, Ooguri, GS ’20] and further by 
numerically solving wormhole solutions with 
general dilaton mass [Andriolo, GS, Soler, Van Riet ’22] 

Sinstanton

n
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4

⋅
MP

f
axion gravity

q m2

f MP

sq

Sq f
q

n = 2π2q



Wormhole Stability
• Previous works (25+ years) on perturbative stability of axion wormholes have led to 

contradictory claims, casting doubts on their contributions to the Euclidean path integral.

Frame Stable Gauge-
inv j=0,1 B.C.

Rubakov, Shvedov, ‘96 axion No No physical

Alonso, Urbano, ‘17 axion Yes Yes physical

Hertog, Truijen, Van Riet, ‘18 axion No Yes pure gauge

Loges, GS, Sudhir, ‘22 3-form Yes Yes pure gauge ✓

✓ ×
×
×



Boundary Conditions and Gauge Invariance

• Under diffeomorphism, metric and axion/3-form perturbations are mixed. Physically 
meaningful conclusions can only be drawn on gauge-invariant perturbations.

• In analyzing scalar perturbations around the GS wormhole, the boundary conditions in the 
3-form picture can be imposed more straightforwardly. Finite energy perturbations:

 which corresponds to:

• Metric perturbations vanish at the boundaries. Gauge invariant perturbations are Dirichlet 
in the  picture, while in the  picture, gauge invariant perturbations involve mixed b.c.H3 θ

We have seen previously that there are several saddle points around N ⇠ q0, q1, ñ (see
Eqn. (3.12)). For these saddles the c-term is subdominant and shifts the locations of
the saddle points. A qualitative change to the Picard-Lefschetz analysis comes from the
appearance of new saddles points which occur for N � q0, q1, ñ. In this limit one has
hq+i2 ⇡ ⇡
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One can check that even with this large value of N the c-expansion of q(t) is under control:
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If c > 0 then N
3
⇤ > 0 and a new saddle appears on the positive real axis and always

contributes as a Lorentzian saddle under the contour deformation for any q0, q1. If c < 0

then N
3
⇤ < 0 and these new saddles never contribute under the contour deformation. See

Fig. 3 for two representative cases.

4 Boundary conditions & stability

Gravitational path integrals famously suffer from issues of convergence. Candidate saddle
points of the Euclidean path integral should be minima so that the action at the critical
point truly represents the dominant contribution from configurations near this point in field
space. Saddle points (with their unstable directions) can be interpreted as mediating decay.
Of course, statements of stability should only refer to gauge-invariant degrees of freedom.

In the previous sections we have restricted attention to spatially-uniform fields which
obscures whether the contributing saddle points are truly stable in the appropriate sense.
In order to address the question of stability we will analyze scalar perturbations around the
GS wormhole in the 3-form picture, the spectrum of which depends intimately on the chosen
boundary conditions; it is natural to choose Dirichlet boundary conditions for the 3-form
because of flux quantization. As we saw in some detail in Sec. 2, the duality which relates the
3-form and axion includes a correspondence between boundary conditions in the two frames:
Dirichlet boundary conditions for the 3-form correspond to Neumann boundary conditions
for the axion (equivalently, the Fourier transform of Dirichlet boundary conditions for the
axion, in the sense discussed in Sec. 2). Normalizable perturbations of the 3-form, namely
those with finite energy for which

Z
�H ^ ?�H < 1 , (4.1)

correspond, via H $ ?d✓, to perturbations of the axion which approach constant values at
the boundaries and which have finite energy

Z
d�✓ ^ ?d�✓ < 1 , (4.2)
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Wormhole Stability

• We determine the stability of GS wormhole by carrying out the following steps:

• Parametrization of scalar perturbations and their boundary conditions. 

• Diffeomorphisms and physical degrees of freedom.

• Quadratic action.

• Integrate out non-dynamical and unphysical, gauge-dependent modes.

• Analyze spectrum of remaining physical modes.

Steps akin to analyzing gauge invariant perturbations in inflationary cosmology. 
But as we shall show, not only is the spectrum of perturbations 

but on-shell value of the quadratic action is important for determining stability.

[Loges, GS, Sudhir, ’22]



Scalar Perturbations

• 6 scalar perturbations: .

• Dirichlet boundary conditions: perturbations must go to zero.

ϕ, ψ, E, B, s, w

Scalar perturbations

ds2 = a(⌘)2
h
�(1 + 2�) d⌘2 + 2@iB d⌘dxi +
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I Six scalar perturbations: �, , E,B, s, w

I Dirichlet boundary conditions: perturbations must go to zero
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Diffeomorphisms

• Some of these perturbations are unphysical and only represent the freedom to perform 
diffeomorphism.

• Under a diffeomorphism generated by  parametrized by two scalar 
functions , the perturbations transform:

• Only one physical scalar mode. Convenient to pick:

ξ = ζ0∂0 + γij(∂iζ)∂j
ζ0, ζ

Di↵eomorphisms

Some of these perturbations are unphysical and only represent the freedom to perform
di↵eomorphisms. Under a di↵eomorphism generated by ⇠ = ⇣

0
@0 + �

ij(@i⇣)@j (two scalar
functions ⇣0 and ⇣),

�⇠� = ⇣̇
0 +H⇣

0
�⇠B = �⇣

0 + ⇣̇ �⇠s = �⇣

�⇠ = �H⇣
0

�⇠E = ⇣ �⇠w = ⇣̇

Only one scalar mode will turn out to be physical. Convenient to pick

S = s��E �⇠S = 0
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Quadratic Action for Physical Perturbations

• Integrating out non-dynamical and unphysical, gauge-dependent modes, we found that 
 modes are pure gauge while for , there is one physical dof

• Wick rotate  to GS wormhole and canonical normalize                      :

•  looks positive definite, but we will have to check the boundary term .

j = 0,1 j ≥ 2

η → − ir

SE
2 GE

j

Action for physical perturbations

For each j � 2 there is one physical degree of freedom (Sj = sj + �jEj)

S2 =

Z
d⌘

X

j�2

3a2

�j

�
9

�j�3
+ 1

1+H2

�
h
Ṡ
2
j
+ 6�j(1+H

2)
(�j�3)H ṠjSj � �j

⇣
�j�9
�j�3

�
1 +H

2
�
� 1

⌘
S
2
j

i

Wick rotate ⌘ ! �ir and canonically normalize Qj = (· · · )Sj :

S
E
2 =

Z
dr

X

j�2

✓
1

2
(Q0

j
)2 +

1

2

�
U

E
j
+ �j + 1

| {z }
>0

�
Q

2
j
+G

E
j

◆

S
E
2 looks positive definite, but we will have to check the boundary terms GE

j
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a(r) /
p

cosh(2r) and HE(r) = �iH(ir) = tanh(2r)

S
E
2 looks positive definite, but we will have to check the boundary terms GE

j
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All of  j , Ej , sj are dynamical and have conjugate momenta given by

⇧ 
j
= 2a2

h
�3

�
 ̇j +H�j

�
+ �j

�
Bj � Ėj

�i
,

⇧E

j = 2a2
h
��j

�
 ̇j +H�j

�
+ �j

�
Bj � Ėj

�i
,

⇧s

j = 6��1
j

a
2
�
1 +H2

�
(ṡj + �jBj) .

(4.12)

In terms of these we may write the Lagrangian in first-order form:

Lj = ⇧ 
j
 ̇j +⇧E

j Ėj +⇧s

j ṡj � (⇧E

j � �j⇧
s

j)Bj

+
⇥
H⇧ 

j
� 6a2

�
1 +H2

�
(3 j + �jEj + sj)� 2a2(�j � 3) j

⇤
�j

+ a
�2

"
�

(⇧ 
j
)2

4(�j � 3)
+

⇧ 
j
⇧E

j

2(�j � 3)
�

3(⇧E

j
)2

4�j(�j � 3)
�

�j(⇧s

j
)2

12(1 +H2)

#

� a
2
h
3
�
1 +H2

�
(3 j + �jEj + sj)

2 � (�j � 3) 2
j

i
.

(4.13)

This is linear in both of the non-dynamical fields, �j and Bj , and performing the path
integral over them produces two more (gauge-invariant) �-function constraints. Using these
to integrate out ⇧ 

j
and ⇧E

j
gives

Lj = ⇧S

j Ṡj �
�j

12a2

✓
9

�j � 3
+

1

1 +H2

◆
(⇧S

j )
2

+
3�j(1 +H2)

(�j � 3)H ⇧S

j Sj �
3a2(1 +H2)2

H2

✓
�j

�j � 3
� 1

1 +H2

◆
S
2

(4.14)

(plus a total derivative involving  j), where we have introduced the gauge-invariant field
Sj and its gauge-invariant conjugate momentum ⇧S

j
defined by

Sj = sj + �jEj ,

⇧S

j = ⇧s

j � 6a2(1 +H2)H�1
 .

(4.15)

The fields  j , Ej no longer appear; we can interpret the path integral over these as giving
the gauge-orbit volume. Finally, integrating out ⇧S

j
returns the Lagrangian to second-order

form, now for the sole physical, gauge-invariant scalar perturbation:

Lj =
3a2

�j

�
9

�j�3 + 1
1+H2

�
"
Ṡ
2
j +

6�j
�
1 +H2

�

(�j � 3)H SjṠj �
�j

H2

✓
�j � 9

�j � 3

�
1 +H2

�
� 1

◆
S
2
j

#
.

(4.16)
A similar analysis for j = 0 and j = 1 reveals that these two sectors are pure-gauge and as
such do not correspond to any physical perturbations.1 In particular, there is no conformal

1For j = 0 the Lagrange multiplier imposes ṡ0 = 0, so s0 = 0 for the given boundary conditions.
Additionally, all terms involving B0, E0, w0 vanish and of the two remaining fields, �0 and  0, only  0 is
dynamical. Transforming to gauge-invariant variables and integrating out the remaining non-dynamical
field shows that L0 is a total derivative. Similarly, for j = 1 one can replace w1 ! �ṡ1 using the constraint
to find that there are two dynamical fields,  1 + E1 and s1, and two non-dynamical fields, �1 and B1

(the linear combination  1 � E1 does not appear). Integrating out the non-dynamical fields imposes two
gauge-invariant constraints which result in L1 being a total derivative.
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Eigenvalue Problem

• Schrodinger-like problem:

•                           must go to zero faster than . Look for bound states with .e−|r| ω(k)
j < − 1

Eigenvalue problem

Q
(k)
j

00 + U
E
j
(r)Q(k)

j
= !

(k)
j

Q
(k)
j

I S ! 0 =) Q
(k)
j

must go to zero faster than e
�|r|

I Looking for bound states with !
(k)
j

< �1
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Eigenfunctions
• There is exactly one even and one odd bound state for each :

• Total derivative term  is not integrable for the even eigenfunctions: 

j ≥ 2

GE
j

Eigenfunctions

There is an even and an odd bound state for each j � 2:

Total derivative G
E
j
is not integrable for the even eigenfunctions: S2[Q(even)] ! +1
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Spectrum and StabilitySpectrum and stability

j !
(odd)
j

!
(odd)
j

+ �j + 1 j !
(odd)
j

!
(odd)
j

+ �j + 1
2 �1.5335 7.4665 6 �1.0921 47.9079
3 �1.2873 14.7127 7 �1.0705 62.9295
4 �1.1817 23.8183 8 �1.0556 79.9444
5 �1.1256 34.8744 9 �1.0450 98.9550

Q =
X

j�2

cjQ
(odd)
j

(r)Yj(⌦) =) S2 =
X

j�2

1

2

�
!
(odd)
j

+ �j + 1
�
c
2
j
> 0

The Euclidean action only ever increases under scalar perturbations:
the GS wormhole is perturbatively stable

G. J. Loges Wormholes and Saddles in Axion Gravity 35 / 37

The Euclidean action only ever increases under scalar perturbations:
the GS wormhole is perturbatively stable.



• The S-matrix bootstrap program and the Swampland program both aim to make precise the 
boundaries between consistent and inconsistent theories. 

• The Swampland program provides some clear targets for positivity bounds.

• Sharpening the gravitational positivity bounds is important for proving swampland constraints.

• No spinning WGC because of superradiance, but dualities mapping rotation to charges  
charged superradiance  WGC.

• WGC on charged BHs    correction of extremality bound of MP/Kerr BH.

• Axionic WGC which constrains axion inflation is a statement about wormhole fragmentation. 

• Swampland constraints (if established) can be used in combination with duality to obtain new 
positivity bounds which are otherwise difficult to prove directly with amplitude techniques.

⇒
⇒

⇒ λGB ≥ 0, ηR3 ≤ 0 ⇒

Summary


